DisMASTD: An Efficient Distributed Multi-Aspect
Streaming Tensor Decomposition

Keyu Yang’  Yunjun Gao!#

Yifeng Shen®

Baihua Zheng®  Lu Chen*

tCollege of Computer Science, Zhejiang University, China
tSchool of Information Systems, Singapore Management University, Singapore
*Department of Computer Science, Aalborg University, Denmark
# Alibaba-Zhejiang University Joint Institute of Frontier Technologies, China

{kyyang, gaoyj, yfshen}@zju.edu.cn

Abstract—Tensor decomposition is a fundamental multi-
dimensional data analysis tool for many data-driven applications,
such as social computing, computer vision, and bioinformatics,
to name but a few. However, the rapidly increasing streaming
data nowadays introduces new challenges to traditional static
tensor decomposition. It requires an efficient distributed dynamic
tensor decomposition without re-computing the whole tensor
from scratch. In this paper, we propose DisMASTD, an effi-
cient distributed multi-aspect streaming tensor decomposition.
First, we prove the optimal tensor partitioning problem is
NP-hard. Second, we present two heuristic tensor partitioning
approaches to ensure the load balancing. Third, we develop a
distributed multi-aspect streaming tensor decomposition compu-
tation method, which avoids repetitive computation and reduces
network communication by maintaining and reusing the interme-
diate results. Last but not least, we perform extensive experiments
with both real and synthetic datasets to demonstrate the efficiency
and scalability of DisMASTD.

I. INTRODUCTION

Multi-dimensional data rapidly and incrementally arises in
many real-life applications. A natural representation of this
kind of data is called fensor, which is an extension of a
two-dimensional matrix to three or higher dimensions. Tensor
decomposition, which aims at discovering the latent repre-
sentations, has received much attention [1]-[4]. It is used in
many data-driven applications, ranging from social computing
(e.g., recommendation system [5], link prediction [6], and
urban computing [7]) and computer vision (e.g., image/video
completion [8] and compression [9]) to healthcare and medical
applications [10]. Here, we present an example.

Recommendation System Application: Recommendation
system aims at predicting the users’ preferences based on
users’ past behaviors as well as decisions made by other
similar users. If we use the quaternary tuple (u, p, ¢, r) to
represent the fact that the user w gives the rating r to the
product p at time t, we can model the prediction of users’
preferences (i.e., ratings) on products as a tensor decomposi-
tion problem, i.e., treating the predicted “ratings” as missing
entries of data tensors that could be complemented by the
latent representations after tensor decomposition.

Beyond the traditional static setting, applications in the real
world nowadays are producing high volume streaming data.
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Fig. 1. Two categories of streaming tensors

According to Data Never Sleeps Report', over 2.5 x 108
bytes of data are created every single day. In every minute,
Snapchat users share 2,083,333 photos, Twitter users publish
473,400 tweets, and Skype users make 176,220 calls. These
example digits showcase that not only the large volume but
also the high velocity of data generate nowadays. Considering
the continuous expansion nature of the data, it is definitely not
feasible to perform tensor reconstruction from scratch when-
ever the data is updated [11]. The overwhelmingly increasing
data motivates us to investigate an efficient distributed dynamic
tensor decomposition method.

The existing efforts on tensor decomposition mostly focus
on the static setting [12]-[16]. They all suffer from a com-
mon limitation, i.e., they are not able to tackle the dynamic
tensor setting. To address this, dynamic tensor decomposition
methods have been proposed. However, they mainly aim at a
widely used assumption that tensors will be developed in only
one dimension (or one mode). Following this oversimplified
assumption, online methods have been presented in [17], [18].

Nevertheless, in many real-life applications, a tensor could
be developed in multiple modes. Recall the example about
recommendation system, both users and products can increase
over time. To this end, the problem of multi-aspect streaming
tensor has been studied in [19], [20]. Fig. 1 illustrates the

Thttps://www.domo.com/solution/data-never-sleeps-6



differences between the traditional one-mode streaming tensor
and the multi-aspect streaming tensor. From timestamps ¢ to
t 4 2, the multi-aspect streaming tensor develops in all three
modes, while the tensor in the traditional streaming setting
only develops in one mode. Existing studies on multi-aspect
streaming tensor aim at a centralized environment. They have
limited scalability to support large data sets. Motivated by
the limitations of existing methods, we dedicate this paper
to the development of Distributed Multi-Aspect Streaming
Tensor Decomposition (DisMASTD for short). DisSMASTD is,
to the best of our knowledge, the first attempt to perform
the decomposition of multi-aspect streaming tensors in a
distributed environment that aims to improve the scalability.
Towards this, there are two challenges to be addressed.

First, how to ensure load balancing among all the worker
nodes in a distributed environment? Load balancing is a basic
requirement in distributed systems. We formulate an optimal
tensor partitioning problem as the solution. Unfortunately, this
problem is NP-hard. Therefore, we utilize two heuristic tensor
partitioning methods, i.e., the Greedy Tensor Partitioning al-
gorithm (GTP) and the Max-min fit Tensor Partitioning method
(MTP). GTP predetermines the number of non-zero elements,
namely, target, in each tensor partition, and derives the tensor
partitioning to reach the target. MTP aims to split the tensor
such that each tensor partition has roughly-equal number of
non-zero elements.

Second, how to reduce the computational cost during tensor
decomposition? The bottleneck cost of tensor decomposition
is an operator, called Marticized Tensor Times Khatri-Rao
Product (MTTKRP). DisMASTD avoids repetitive computa-
tion, and reduces network communication by maintaining and
reusing MTTKRP results.

To sum up, the key contributions of this paper are summa-
rized as follows:

o We propose DisMASTD, an efficient distributed multi-
aspect streaming tensor decomposition. To our knowl-
edge, it is the first attempt to tackle this problem.

o We prove the optimal partitioning problem is NP-hard
and utilize two heuristic tensor partitioning methods, i.e.,
GTP and MTP, to ensure load balancing in a distributed
environment.

e We design an efficient computation method for the
distributed multi-aspect streaming tensor decomposition,
which is able to avoid repetitive computation and reduce
the network communication.

o We conduct extensive experiments using both real and
synthetic datasets to verify the efficiency and scalability
of DisMASTD.

The rest of the paper is organized in the following. Section II
reviews related work about tensor decomposition. Section III
introduces the definitions related to multi-aspect streaming
tensor decomposition. Section IV elaborates DisMASTD, the
solution to distributed multi-aspect streaming tensor decom-
position studied in this work. Section V reports experimental
results and our findings. Finally, Section VI concludes the

paper.

II. RELATED WORK

In this section, we overview previous studies on tensor
decomposition under both static and dynamic settings.

A. Tensor Decomposition in Static Setting

CANDECOMP/PARAFAC (CP) and Tucker decomposi-
tions are two main widely used tensor decomposition algo-
rithms. CP decomposition is proposed by Hitchcock [21] and
then further enhanced by Carroll and Chang [22] as well as
Harshman [23]. CP decomposition of an N th_order tensor is
an approximation of outer products for /N loading matrices.
Tucker decomposition is originally proposed by Tucker [24]
and then is further developed by Kroonenberg and Leeuw
[25] as well as Lathauwer et al. [26]. Unlike CP, Tucker
decomposes an Nt'_order tensor into N factor matrices,
which are multiplied by a core tensor. There are three most
commonly used optimizing algorithms for tensor decompo-
sition, including Alternating Least Square (ALS) [27], [28],
Stochastic Gradient Descent (SGD) [29], [30], and Coordinate
Descent (CDD) [31], [32].

Distributed static tensor decomposition has been studied in
the era of big data. GigaTensor [13] is a large-scale tensor
decomposition algorithm on MapReduce. Scout [33] considers
scalable coupled matrix-tensor factorization on MapReduce
for analyzing large tensors with additional information. The
above two tensor decomposition methods have been integrated
into BIGtensor [34], a unified library for tensor data mining.
SPLATT [16], [35] is another library for parallel tensor fac-
torization. CDTF and SALS [15] are two tensor factorization
algorithms for high-order and large-scale tensors in distributed
environments. DisTenC [12] is a distributed tensor completion
algorithm with auxiliary information on Spark. CartHP [36]
improves scalable sparse tensor decomposition by hypergraph-
based partitioning. Moreover, there are several existing studies
that aim at tensor factorization with specific characteristics,
such as sparse [14] and boolean tensor [37], [38].

Nevertheless, all the aforementioned algorithms are de-
signed under the traditional static tensor setting, and thus,
they cannot efficiently handle tensor decomposition for newly
emerging data.

B. Tensor Decomposition in Dynamic Setting

The increasing amount of dynamic data nowadays motivates
the studies of dynamic tensor decomposition. Existing efforts
on dynamic tensor decomposition mostly focus on traditional
streaming tensors, which are assumed to be developed in only
one mode.

As for CP decomposition, Nion and Sidiropoulos [39]
propose two adaptive PARAFAC algorithms. One, termed as
PARAFAC-SDT, is based on simultaneous diagonalization.
The other, called PARAFAC-RLST, utilizes weighted least
squares to track the online third-order tensor decomposition.
Phan and Cichocki [40] divide large-scale tensors into grids,
and propose the tensor factorization method, which could
be used in dynamic tensor factorization. Mardani et al. [17]
leverage rank minimization and subspace learning to enable



TABLE I TABLE II
COMPARISONS OF DISMASTD AND EXISTING METHODS SYMBOLS AND DESCRIPTION

Method Distributed Tensor Type Notation Description

BlGtensor [34] v Static X a tensor (Euler script letter)

SPLATT [16], [35] v Stat@c X the previous snapshot tensor of X’

CPTF & SALS [15] v Staqc N the order of tensor

DisTenC [12] v Static X\X the relative complement of X in X

CartHP [36] v Static LY, ] an element of X indexed by [if, ..., }/]

DBTF [37], [38] v Static. i X () the mode-n unfolding of X

gﬁgﬁzﬁgf{g;[ [393& X Traditional streaming nnz(-) ;}:Zz(rl\gr)nber of non-zero elements, e.g.,

OnlineCP [18] X Traditional streaming A a matrix (boldface capital letter)

ITA [41], [42] X Traditional streaming AT the transpose of A

ALTO [43] X Traditional streaming [T Kruskal operator, 6.8, X ~ [A1,...,AN]

MAST [20] X Multi-aspect streaming B Frobenius norm, e.g., || A2

SIITA [19] X Multi-aspect streaming o) 2 Khatri-Rao rod’uc.t - K

DisMASTD v Multi-aspect streaming " Hadamard pgo duct
(Ak)ek¢" AN®-~~®An+1 @An71®-~~®A1
(A ) F#n An*...xAp 1 xAy_1%...%x Ag

scalable imputation of incomplete streaming tensors. Zhou
et al. [18] develop OnlineCP, an online algorithm that can
incrementally track CP decomposition of dynamic tensors
with arbitrary modes. In addition of CP decomposition, there
are also Tucker decomposition methods. Sun et al. [41],
[42] present an Incremental Tensor Analysis (ITA) frame-
work to solve general streaming tensor analysis. Yu et al.
[43] propose an accelerated online low-rank tensor learning
algorithm (ALTO) for streaming tensor Tucker factorization.
Some online Tucker decomposition approaches aim at not
only one mode increasing setting [44], [45], but also deriving
possible solutions for multi-aspect streaming using matrix-
based methods, e.g., incremental SVD [46]. Recently, Song et
al. [20] formally define the problem of multi-aspect streaming
tensor completion, and present a CP-based algorithm (MAST)
as a solution. Nimishakavi et al. [19] further explore the
problem of multi-aspect streaming tensor completion with side
information (SIITA).

Table I lists a comparison of DiSMASTD and existing
methods in terms of whether a method can support distributed
environment and which tensor type it is designed for. Almost
all the listed methods can only support the static or traditional
streaming tensor decomposition. MAST and SIITA, the only
two methods suitable for multi-aspect streaming tensor de-
composition, are in the centralized environment. Our proposed
DisMASTD in this paper is the first attempt to tackle dis-
tributed multi-aspect streaming tensor decomposition, which
is expected to be able to cope with consistent data growth.

III. PRELIMINARIES

In this section, we formally give the definitions related to
multi-aspect streaming tensor decomposition. Table IT summa-
rizes the symbols used frequently throughout this paper.

A. Tensor Notations

First, we introduce the notations, definitions, and basic oper-
ations related to multi-aspect streaming tensor decomposition,
following the symbols used in [1], [20].

Definition 1: (Tensor). An N th_order tensor is an N -way
array, also known as an N-dimensional or N-mode tensor,
denoted by X, where X € RI1x[2x--xIn

We utilize the term order to denote the dimensionality of
a tensor (e.g., an Nt'_order tensor), and the term mode to
refer to a specific dimension of a tensor (e.g., the mode-n of
tensor). Matrices and tensors are denoted by boldface capital
letters (e.g., A) and Euler script letters (e.g. X), respectively.
An element of a tensor X indexed by [if, ... %] is denoted
as X[il,...,i%]. To denote a varying index, we use the colon.
For example, A[i,:] denotes the i-th row of matrix A.

Definition 2: (Tensor Matricization). A tensor can be
unfolded, or matricized, into a matrix by any of its modes.
The mode-n unfolding of &', denoted as X(n), arranges the
mode-n fibers to be the columns of the resulting matrix.

If X is of dimension I x J x K, then X(l) is of dimension
I x JK. Note that, AT and ||A||% denote the transpose and
Frobenius norm of matrix A, respectively. Notations [-], ®,
and * represent the Kruskal operator, Khatri-Rao product, and
Hadamard product, respectively.

Definition 3: (CP Decomposition). Given an N*"-order
tensor X', CP decomposition is an approximation of N factor
matrices A,, € RI"*E n=1,... N, such that

X%[[Al,...,AN]].

where R is usually a small positive integer denoting an upper
bound of the rank of X.

CP decomposition could be further written in matricized
form as follows:

A X~ AAN O A O Ay 1O AT
_ An[(Ak>®k#"]T’

Definition 4: (Multi-Aspect Streaming Tensor Sequence
[20]). A sequence of N*"-order tensors {X'(T)} is called multi-
aspect streaming tensor sequence if VI' € Z+, X(T=1 is the
sub-tensor of X7, denoted as X7~ C X T increases
with time, and X(7) is the snapshot tensor of this sequence
taken at time 7.

Based on the definitions above, the definition of multi-aspect
streaming tensor decomposition is formalized in Definition 5
below.
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Fig. 2. Illustration of tensor division

Definition 5: (Multi-Aspect Streaming Tensor Decompo-
sition, MASTD [20]). Given a multi-aspect streaming tensor
sequence {X (T)}, Multi-Aspect Streaming Tensor Decompo-
sition (MASTD) aims at decomposing the tensor in current
snapshot X(T) based on decomposition result corresponding
to the tensor X(T—1) in the previous time step.

B. Dynamic Tensor Decomposition

Towards efficient MASTD, a dynamic CP-based decomposi-
tion method DTD is proposed [20]. To simplify the discussion
on DTD, Song et al. [20] focus on third-order multi-aspect
streaming tensor decomposition. We will firstly introduce DTD
in third-order tensors, and then, we extend it to general N th.

order tensors.

Given two consecutive snapshot third-order tensors &’
and XT) (T € Z%), we denote them as X € RI1xT2xIs
and X € RU1td)x(I2+d2)x(Is+ds) - regpectively. Let A €
RUitd)xR B ¢ RU2+d2)xR and C € RUsTd2)xE be the
CP factor matrices of tensor X'. CP decomposition solves the
following optimization problem,

(T-1)

inimi A,B =|lx-[A,B 2. 1
minimize L(A,B,C) = [A,B,C]|l% 1

The third-order tensor & can be divided into eight sub-
tensors according to X (as shown in Fig. 2). Each of those
eight sub-tensors could be denoted by a binary tuple (i, j, k) €
{0,1}3 & O, with X = X%00 Each pair of adjacent
sub-tensors is coupled with each other. Based on the good
division property of CP decomposition, each sub-tensor of A’
could also be approximated via the sub-matrices of A, B,
and C, ie., X*7" =~ [A;,B;, C], in which Ay € RIxE
and A; € R“*E are the divided sub-matrices of A, i.e.,
AT = [Aj, A]] (it applies to B; and Cj, too). Given the CP

decomposition of previous snapshot X =~ [[A,]§, CJ, X000
could be approximated by the decomposition, and the loss
function stated in the Equation (1) can be rewritten below,

minimize £(A,B,C)= > [X"* —[A, B, Cyll}
B (i-5,k)€O

= |x%%0 _ [Ag, Bo, Co |2 + Lo

~ #“H‘K:E’ é]] - [[A07B07 CO]]H% + Lo

@

HCI'C, Eo e Z(i,j,k)e(—)\(0,0,0) ”‘X‘i’j’]C - [[A'LijvckH”%"
and weight p is the forgetting factor [17] used to alleviate the
influence of the previous decomposition error.

Algorithm 1: Dynamic Tensor Decomposition

Input: the current snapsgot tensor X, the CP
decomposition {A,,})_; of previous snapshot
tensor X, the forgetting factor

Output: the CP decomposition of current snapshot

tensor {A,}N_;
AN (AN
2 {AVIN |« {rand(da, R)}Y_,
3 repeat
4 forn < 1: N do

5 L update A%O) and A%l) by the update rules (5)
6 update the loss £ using the Equation (4)

7 until fit ceases to improve or maximum iterations
8 return {A,}

The optimization problem defined in the Equation (2) can
be solved by alternating least squares (ALS). The update rule
for A; has been derived in [20], as stated in the Equation (3).

RA[(CTCo) * (BTBo)] + ;10,0 X (i) (Ck © By)
(Xheo CICk) * (X5 B]B;) — (1 — u)(CJCo) * (BfBo)’
Zj,k Xzij).’k(ck © Bj)
Ch=o CLCr) * ( gl':o B]T'Bj)'

0 <

A1<—

3

Note that the same update rules are also applicable to matrices
Bo, Co, Bl, and Cl. .

Next, we extend the update rules mentioned above to

tensors of arbitrary orders. Given an N*"-order tensor X, we

generate and update factor matrices {A%O)} and {Ag)}(n =

1,2,...,N) to solve the following optimization problem,
minirr]{,ize L(A1,...,AN)
{An}nzl B N (4)
= ull[A1,...,AN] - [Ao, ..., AN]TIIF + Lo-

in which,

Lo% Y [IX" —[Ar,...,AN]IIZ,
i€y

N
Sn={(s1,--,sN)| D sk # 0,5, € {0,1}}.
k=1

The corresponding update rules are as follows:

Ok#n

~ ~ *k#£n i i
nAL(ATAR) 7" + g0 X2, (ALY)

(0)
A,
-(1- ;L)(AI(CO)TAECO))

*hn *kn !

0)T A (0 M A D)
ALTAL +ADTAL)
Zies,ll Xvéﬂ)(Al(Clk))Qk;ﬁn

Am — .
n (0)T 4 (0) (DT A V) yxppy,
(A AT+ AL AR

) ) &)
in which,

N
Sg:{(slwu’sN)‘Zsk75073166{0’1}’3”:0}7
k=1

ST}L:{(Sly"wSN)‘VkG{17"'7N}78k} 6{071}7571 :1}

Algorithm 1 depicts the pseudo-code of our extended Dy-
namic Tensor Decomposition (DTD) algorithm for any N*"-
order multi-aspect streaming tensor. It takes as inputs the



current snapshot tensor X, the CP decomposition i&n}ﬁll
of previous snapshot tensor X, i.e., X =~ [Aq,...,An], and
the forgetting factor w. First, DTD uses the CP decompo-
sition {A,,}_, of previous snapshot tensor X to initialize
{A(O)} _, (line 1) Then it randomly initializes the rest of
factor matrices {A } _, (line 2). Next, it iteratively updates
the {A,,}2_, and the loss £ (lines 3-6) until the convergence
condition is satisfied (line 7). After the convergence, DTD
outputs the CP decomposition of current snapshot tensor X,
i.e., {A,}2_,, to stop the tensor decomposition (line 8).

IV. OUR PROPOSED DISMASTD

In this section, we present the details of our proposed
DisMASTD. DisMASTD contains two main parts, namely
data partitioning and distributed tensor decomposition, as
listed below:

o Part 1: Data Partitioning. In the first part, we try to
partition large-scale multi-aspect streaming tensors and
the corresponding factor matrices to ensure the load
balancing among all the worker nodes in a distributed
environment. We detail this part in Section IV-A.

o Part 2: Distributed Tensor Decomposition. In the sec-
ond part, we focus on the computation of tensor decom-
position with the objective to avoid repetitive computation
and to reduce network communication. We describe this
part in Section IV-B.

In addition, we analyze the complexity of DisMASTD in
Section IV-C.

A. Data Partitioning

In order to ensure load balancing, which is the basic require-
ment of distributed environments, large-scale tensors should
be partitioned to ensure each worker node in the distributed
platform has an equal or close-to-equal workload. The existing
medium-grain partitioning methods [16], [36] have achieved
state-of-the-art performance in normal distributed tensor de-
composition. Unfortunately, they cannot efficiently support
the distributed multi-aspect streaming tensor decomposition,
because none of them has considered the special characteristics
of multi-aspect streaming tensors as well as they can only
re-compute the tensor decomposition from sketch. In the fol-
lowing, we first introduce the special characteristics of multi-
aspect streaming tensors, and then, we show how to utilize
them to design data partitioning and to avoid the computation
from the sketch.

1) Characteristics of Multi-Aspect Streaming Tensors: For
ease of presentation, we again take the third-order multi-aspect
streaming tensors as an example. Let’s revisit the update rules
for the factor matrices defined in the Equation (3). There
are two important characteristics in the update rules. First,
the previous snapshot tensor X = X000 is independent in
the decomposition for the current snapshot tensor X', since
the CP decomposition of previous snapshgt tensor could
approximately replace it. In other words, [[A B le
holds. We only need to focus on the relative complement of X

1,+d,

AN
— 1, —>| \&{ux

— L+d, —

Fig. 3. Illustration of tensor partitioning

in X, and denote it as X\ X. Here, X\X = {X"9%|(i, j.k) #
(0,0,0), (i, 4, k) € {0,1}3 £ ©}.

The second important characteristic is that there is an
expensive operation in the Equation (3), which has the greatest
potential to become the performance bottleneck. We denote
A= X(1)(C © B) as the Matricized Tensor Times Khatri-
Rao Product (MTTKRP). The related terms in the Equa-
t10n (3) include Ay = > (k) #(0,0) X( ) i(e¥o B;) and

=3 kxliff)’ (Ck © Bj). Each element A[i, f] could
be computed as follows:

Ali, fl= > X\X[i,j, kB[, fIC[k, f].

X\ Xiy: ]

This element-wise computation lists two important properties
of the MTTKRP operator. First, only the non-zero elements
in X will contribute to the MTTKRP result. If an element in
tensor is zero, the corresponding MTTKRP term is zero and
hence will not contribute to the MTTKRP result. Second, the
7 and k indices in X’ determine the rows of factor matrices B
and C that require accessing during the computation.

2) Tensor partitioning: The characteristics of multi-Aspect
streaming tensors motivates us to derive a tensor partitioning
such that it divides the tensor into partitions that contain
equal-number non-zero tensor elements. This could achieve
the optimal load balancing tensor partitioning. Fig. 3 illustrates
an example for a third-order multi-aspect streaming tensor
partitioning, in which black, orange, and red dashed lines
depict the partitioning boundaries for the first, second, and
third modes of tensor, respectively. However, the optimal
tensor partitioning problem is NP-hard. In the following, we
first prove this in Theorem 1, and then, we propose two
heuristic-based tensor partitioning approaches.

Theorem 1: The optimal tensor partitioning problem is NP-
hard.

Proof 1: We prove this by reducing our optimal tensor
partitioning problem to the Partition problem [47], which is



NP-complete. In number theory and computer science, the
Partition problem is the task of deciding whether a given
multiset S of n positive integers, i.e., S = {s;[i =1,2,...,n,
s; € ZT}, can be partitioned into two subsets S; and S5
such that 37 ¢ si = Zsj652 s;, where S; N Sy = () and
S1U Sy = S. We are able to reduce the optimal tensor
partitioning problem as follows:

First, we could set the partition number p to 2, meaning that
we divide the given tensor into 2 parts such that the optimal
load balancing could be achieved. Second, we assume that the
mode to be split is the first mode (otherwise, we could traverse
all the modes to find the eligible mode in linear time), and
denote the number of non-zero elements in i-th slice of the
first-mode tensor as a; = nnz(X\X[i,:,:]), i =1,2,..., 1.

The workload of each partition depends on the number of
non-zero elements in the partition. Thus, the solution of the
optimal load balancing tensor partitioning is to derive two par-
titions P, and P of X'\ X such that ZaiEPl a; = ZCL;EPQ a;,
PNP=0and PPUP, =X \2? . This is equivalent to the
Partition problem. Therefore, the optimal tensor partitioning
problem is NP-hard. The proof completes. ]

Due to the hardness of the optimal tensor partitioning
problem, we utilize two heuristic-based approaches to perform
the partitioning, namely, Greedy Tensor Partitioning (GTP)
and Max-min Tensor Partitioning (MTP), as detailed below.
Greedy Tensor Partitioning. GTP assigns partition bound-
aries greedily in each mode. To be more specific, GTP first
partitions the tensor in the first mode. It greedily assigns
partition boundaries such that the nnz(X'\X') of each partition
in the first mode reaches the target size nnz(X\X))/q. Note
that, the target size is an optimal set such that each partition
shares the same number of non-zero elements. The same
strategy could be applied to every other mode.

Algorithm 2 presents the corresponding pseudo-code of
GTP. It takes as inputs the relative complement tensor X'\ X
€ RIvxI2x.xIN and the number of partitions in each mode
{p.}"_,, and outputs the partition results {P\" bran
1,2,..., N. The main body of the algorithm is a for-loop,
which greedily assigns slices to the partitions for each mode
of the given tensor (lines 1-17). For a given mode n (line 1),
it first computes the target w, i.e., the optimal number of non-
zero elements (i.e., nnz, which denotes the number of non-
zero elements) in each partition (line 2). Then, it computes
and stores nnz in the i-th slice in the current mode to a§”>
(line 3). Meanwhile, it initializes the container {P,g")}g’;l to
store partition results, as well as other temporary container
variables (lines 4-5). Next, GTP greedily assigns the slices
to the current partition, i.e., the temporary variable P, until
the total number of non-zero elements in the current partition
(captured by variable sum) is no smaller than the target w
(lines 6-9). Note that, slices could have skewed density of non-
zero elements. When GTP adds a slice ¢ with large nnz to the
current partition, the nnz in the partition could be significantly
larger than the target w. Thus, if the current sum is larger than
w (line 10), GTP compares the partition without slice ¢ against

Algorithm 2: Greedy Tensor Partitioning

Input: the relative tensor complement
X\X € RIxI2x-xIN the number of
partitions in each mode {p, })_;
Output: the partition results {PZE”) Premn=1,2..,
N
for n < 1: N do
W nnz(X\A?)/pn

1
2

3 | {al"™}, < the nnz of each slice in mode n
s | AR, {0}

5 P 0, count < 0, sum + 0
6 for i< 1:1, do

7

8

9

sum <— sum + al(-n).nnz
if sum < w then
L assign slice i to P
10 else // sum > w
1 if sum —w <w — (sum — agn).nnz) then
12 | assign slice i to P
13 if count < p,, then
// form a new partition
(n)

14 Pcount — P
15 P « 0, count + count + 1, sum < 0
16 else
17 L assign remaining slices to P,EZ ), break

Pnon=1,2,...,N

18 return {P." A

the partition having included slice ¢, and chooses whichever
that leads to a better balance (lines 11-12). After that, GTP
generates a partition ngm for mode n, and proceeds to the
next partition (lines 13-15) until p,, partitions are generated.
Note that, when the number of partitions reaches p,,, GTP
stops the evaluation, and adds all the remaining slices to the
last partition (i.e., the p,-th partition in mode n) to end the
partitioning process corresponding to the current mode n (lines
16-17). After all modes are partitioned, GTP outputs the tensor
partitioning results {P,E")}ggl,n =1,2,...,N (line 18).
Max-min Fit Tensor Partitioning. GTP follows the original
order of the slices when grouping slices into partitions. Con-
sidering the skewed non-zero element distribution in tensors,
GTP might not be able to achieve a balanced partitioning.
Motivated by this observation, we present MTP algorithm.
Unlike GTP, MTP first sorts the slices by the number of
non-zero elements in each slice, and then, it assigns the slice
with the current biggest nnz to the partition with the current
smallest nnz.

Algorithm 3 shows the pseudo-code of MTP. It shares the
same inputs and same output as GTP. MTP partitions the
tensor mode by mode in the for-loop (lines 1-7). For a given
mode n (line 1), it first computes the nnz {agn)}i[;l in each
slice (line 2), and sorts the slices according to descending



Algorithm 3: Max-min Fit Tensor Partitioning

Input: the relative tensor complement
X\/f e RIixI2x...xIN the number of
partitions in each mode {p, }2_;
Output: the partmon results
{P p ron=12... N
1 forn<«<1:N do

2 {a (»")} B < the nnz of each slice in mode n
3 sort {a } based on descending order of nnz
s | (RN < {0}

5 for 1< 1:1, do

6 D P,g") in {PZS")} with the minimal nnz

sum
7 assign agn) to p
8 return {P( en=1,2,...,N

order of their nnz values (ie., V1 < j < k < I, agn) > a(")

line 3). Then, it initializes the container {P(")} » . to store
partition results (line 4). Next, MTP 1terat1vely assigns the
current slice that contains at least as many non-zero elements
as any of the remaining slices to a partition with the smallest
number of non-zero elements (lines 5-7). The partition of one
mode is completed after all a(")s are assigned to different
partitions. After all the V modes are g)artltloned MTP outputs
the tensor partitioning results {P 1,2,...,N
(line 8).

3) Factor Matrix Partitioning: After the tensor partitioning,
we induce the partitions for the factor matrices based on the
non-zero elements in tensor partitions. Let’s revisit the Equa-
tion (6). The indices of non-zero tensor elements determine
the related rows of factor matrices that need to be accessed
during the MTTKRP computation. Thus, we assign all the
related factor matrices to the corresponding tensor partitions in
a row-wise pattern. Fig. 4 illustrates a tensor partition (shown
as the cube), with its corresponding rows of factor matrices
(shown as the rectangles). Note that, more details about Fig. 4
will be stated in Section IV-B1.

pri =

B. Distributed Tensor Decomposition

After data partitioning, each partition holds a non-zero
tensor as well as the related rows of factor matrices. In the fol-
lowing, we detail each computation step of distributed tensor
decomposition. For brevity, we consider the computation cor-
responding to the first mode of a third-order tensor, although
the computations of other modes or even the computations of
more general order tensors could be extended and performed

in a similar manner.
1) Distributed MTTKRP Computation: In each partition,

for each non-zero element in X'\ X', we first perform MTTKRP
computation for the factor matrix A as follows:

= > X\X[ij,kl

X\Xi,5,3]

B[j,:|C[k,:]. ©)

Tensor Partition

C
B--\‘

Fig. 4. Tllustration of a tensor partition and the corresponding rows of factor
matrices

This computation could be done at the granularity of factor
matrix rows. Consider the example in Fig. 4 again. For the row
Ali,:] of factor matrix A, the MTTKRP computation needs
to access every non-zero element X'\ X[4,:,:] from the i-th
slice of the first mode in tensor X'\ X, shown as the dots in
the area bounded by dashed-lines in Fig. 4. In addition, it
needs to access every row B[j,:] and every row CIk,:] in
factor matrices B and C indexed by every non-zero element
X\XTi,j, k] in the i-th tensor slice X\X[i,:,:], depicted as
strips in Fig. 4. Finally, all the MTTKRP partial terms are
aggregated to get the result Ali,:].

2) Distributed Factor Matrix Update: After the distributed
MTTKRP computation, the intermediate results should be
processed with other factor matrices to update the factor
matrices shown as the update rules defined in the Equation (3).
In the following, we first introduce the update of factor matrix
Ay, and then consider the update of factor matrix A;.

__ For the factor matrix A, the related factor matrices include
A, B, C, By, By, Cy, and C;. To be more specific, given a
local row Agli, :] of the factor matrix A, we need to access
the corresponding A[ ;] row of A, CTCO, BTBO, CiCy
(k = 0,1), and BB, (j = 0,1) for the update. Among
these matrices, the products of factor matrices are R X R
matrices, which are small enough to be fit into the memory
of each partition. Here, we assume that they are cached in
every partition. Besides, all the related rows of factor matrices
have been already cached in each partition. Thus, we could

perform the update rule of A in row-wise distribution pattern,
as detailed below.

Ao[i, :} <
pAli,:][(CTCo) x (BTBy)] + Ali, 1]
(X k=0 CICx) * (32;_o B]B;) — (1 — u)(CFCo) *

(BjBo)

The update of factor matrix A; is similar to that of factor
matrix Ag. Moreover, the factor matrix A is independent on

the previous snapshot factor matrices (i.e., A, B, C). Thus,



the update of A; is even simpler than that of Ay. The
corresponding update rule of A; is as follows:

Ali, ]
(2o CLCH) * (3o B]B;)

A, [7,, Z] —

3) Distributed Matrix Product Update: Since we assume
that all the products of matrices are cached when updating the
factor matrix, each partition needs to compute the products of

matrices for the next iteration round.
Given a matrix product ATB, we could compute it in a
row-wise form:

B, )
ATB=[ AL AL ... AL ]| B% [=3 ALB..
BP i=1

p

After each partition updates the corresponding rows of
factor matrix Ay, :], it first computes its local Agl[7, :]TAgli, ]
and Al[i,:]TAg[i,:]. Then, it performs an All-to-All reduction
to aggregate the final matrices ATA( and AJAy, and dis-
tributes them among all partitions.

As for the factor matrix A;, we could follow the above
process to generate the matrix product ATA; for the next

iteration round.

4) Distributed Loss Function Computation: The the loss
function should be computed at the end of each iteration round
for the convergence condition. As stated in the Equation (2),
the loss function could be divided into two parts:

L= 000 c(m}k)7
(4,7,k)€©\(0,0,0)
£O00 2 Y|I[A, B, C] - [Ao, Bo, Col |17,

ﬁ(i’j’k) A HXi’j’k _ [[Ai,Bj7 Ckﬂ“%

where weight p is the forgetting factor.

In the following, we first discuss the computation of the first
part £(0:09 and then detail the computation of the second part
L35 ((4,5,k) € ©\(0,0,0)).

The first part of loss function £(999) could be rewritten
as:

£ = 4||[A, B, CJ - [Ao, Bo, Co] 17,
=u(|ATA«BTB « CTC||% + |A] Ao * B]Bo * CJCol|%,
—2||ATAq * BTBg * CTCol|%).

The first term ||ATA « BTB x (~3TC~3||% is a constant, i.e.,
it does not change its value in the iteration. These factor
matrices of the previous snapshot including ;A,J?», and C are
constant inputs, and thus, [|[ATA x BTB x CTC||% could be
pre-computed. The other terms of £(%%% can be computed
directly, as the products of factor matrices AJA, and ATA
(similar to B and C) are computed during the iteration, as
stated in the above discussion. We could maintain and reuse

these intermediate results.

The second part of the loss function could be computed
as follows. Given a tuple (4,7,k) € ©\(0,0,0), we aim to
compute the partial loss £(59F) = | X559k — [A;, B;, Ck]|%.
We denote the approximation of X*J:* as Yiik je. Yhik =

[A;,B;, C]. Then, the partial loss £(»7"¥) can be represented
as:

\/<Xi,j,k7Xi,j,k> + (Visdik Yiiky — (X bk Yiik).

The first term (X'53k xH3k) = | x43%||2 is the tensor
norm, which is the square root of the sum of the squares of
all its non-zero elements. X%7F is also a constant input, and
hence, its norm can be pre-computed.

The second norm of the approximate tensor J'F can be
represented as:

(YRR YRR = |V E|E = | AT A« B]B; + CLCil %

Again, the norm can be computed by using the intermediate
results. This is because the matrix products are computed
during the iteration.

The last term, i.e., the inner product term <Xi>j’k,yi*j’k>,
could be represented as follows:

> Xli,j, kAL, 1B, fIC[k, fl. (7

nnz(X)

<Xi,j,k,yi,j,k> _

Before we explain the detailed calculation of this term, let’s
revisit the MTTKRP computation defined in the Equation (6).
We could observe that the partial product between B, C,

and X is already computed as A. In other words, we have
Ali, f] = X onax) X105 7, kIBLj, f]C[k, f]. Inspired by this,
we could maintain A, and rewrite the Equation (7) in a row-

wise form, and then, we aggregate to get the inner product
term (X“J>k,3ﬂ’J’k>, as follows:

(A8 ) =3 Al AL

In other words, we could reuse the row of factor matrix and
its corresponding MTTKRP result to derive the inner product
in a row-wise form and to aggregate the inner product term
<Xi,j,k’ yi,j,k>'

So far, we have detailed each and every step to compute
the distributed multi-aspect streaming tensor decomposition.
DisMASTD iterates the above computation steps until the
convergence.

C. Complexity Analysis

In this subsection, we theoretically analyze our proposed
DisMASTD, including time complexity, memory requirement,
and network communication, in Theorem 2, Theorem 3, and
Theorem 4, respectively. _

For the sake of simplicity, we assume that notations X €
RIXIxxI -y e RUADX(T+d)x..x(I+d) represent the two
Nt"_order consecutive snapshots tensors, notation ;&i e RIxXE
refers to the previous snapshot factor matrix, and notation
A; € RUFDXE 4y — 19 N stands for the current
snapshot factor matrix, respectively. Let M be the number
of worker nodes in a distributed environment. Note that, we
take one iteration round of distributed tensor decomposition
in DisMASTD as an example to analyze the complexity.

Theorem 2: The time complexity of our proposed Dis-
MASTD is O(N(nnz(X\X)R + R® + IR?* + dR* + IR +



dR + R?> + 1 )) when it uses GTP to partition tensors, or
O(N (nnz(X\X)R+R3*+1R?*+dR*+1R+dR+R*+Ilogl))
when it uses MTP to partition tensors.

Proof 2: As stated in the beginning of Section IV, there are
two main parts in DisMASTD, namely, data partitioning and
distributed tensor decomposition.

In the data partitioning, DisMASTD firstly needs
O(nnz(X\X)) time to traverse the X\X, and compute
nnz by slices in each mode. Then, it uses the statistics to
derive the partition boundaries. For each mode, GTP takes
O(I) time in assigning partition boundaries, while MTP
needs O(Ilogl) time. Since each non-zero tensor element
is mapped to a partition with a constant time, mapping
all the non-zero elements to corresponding partitions in
each mode takes O(nnz(X\X)) time. After the tensor
partitioning, all the previous snapshot factor matrices A;
are read in O(NIR) time, and all the current snapshot
factor matrices A; are initialized in O(NIR + NdR) time,
1,2,..., N. Meanwhile, all the factor matrices are
assigned to corresponding partitions. Consequently, the data
partitioning needs O(N (nnz(X\X) + I + IR + dR)) time
using GTP or O(N (nnz(X\X) + Ilogl + IR + dR)) time
using MTP.

In the distributed tensor decomposition, computing MT-
TKRP in the granularity of matrix row for all the factor
matrices takes O(Nnnz(X\X)R). Updating a factor matrix
should compute the multiplication of two matrices, i.e., the
numerator term and the inverse matrix of denominator term
in the Equation (5). It requires O(IR? + IR) time to get
the numerator term; it needs O(R?) time to aggregates the
matrix products to get the denominator term, and O(R?)
time to inverse the denominator term. The multiplication of
the two matrices takes O((I + d)R?) time. In total, it takes
O(N(R? + IR* + dR? 4+ IR + R?)) time in updating all
the factor matrices. Updating all the matrix products needs
O(N(I + d)R?) time. Computing the convergence condition
takes O(NR? + (I + d)R?) time, thanks to the reuse of
the intermediate results. Overall, theNdistributed tensor de-
composition part needs O(Nnnz(X\X)R + N(R® + IR? +
dR? + IR + R?) + N(I + d)R?> + NR* + (I + d)R?) =
O(N(nnz(X\X)R + R? + IR? + dR* + IR + R?)) time.

By considering the costs corresponding to the two parts of
DisMASTD, the total time complexity is O(N (nnz(X\X)R+
R® + IR? 4+ dR*> + IR + dR + R* + I)) using GTP or
O(N (nnz(X\X)R+R*+1R*+dR*+1R+dR+R*+Ilogl))
using MTP. The proof completes. ]

’L’ =

Theorem 3: The memory requirement of our proposed
DisMASTD is O(nnz(X\X) +MNR? + NIR + NdR).

Proof 3: DisSMASTD needs to store following data items
in memory to facilitate the decomposition of tensor: i) the
tensor X'\ X’; ii) the previous snapshot factor matrices A;;
iii) the current snapshot factor matrices A;; iv) the result of
MTTKRP A;; and v) the matrix products ATA;, AT A,
ATA;, i = 1,2,...,N. DisMASTD store X\X by all
the non-zero elements with the coordinate format in the

TABLE 1II
STATISTICS OF THE DATASETS USED

Dataset 1 J K nnz

Clothing | 1.2 x 107 | 2.7 x10% | 7.0 x 105 | 3.2 x 107

Book 1.5 x 107 | 2.9 x10° | 8.2 x 10 | 5.1 x 107

Netflix 48 x10° | 1.8 x 10T | 2.2x10% | 1.0 x 108

Synthetic | 5.0 x 10% | 5.0 x 10* | 5.0 x 107 | 5.0 x 108

distributed system. Thus, it needs O(nnz(X \X)) memory
to store the tensor X'\ X. Every factor matrix as well as the
corresponding MTTKRP result are collectively owned by all
the M worker nodes, which take O(NIR + NdR) memory
in total. In each mode, the matrix products require O(R?)
memory. As DiSMASTD broadcasts those matrix products
among all the M worker nodes, the total memory requirement
is OOMN Rg).N Hence, the amount of memory for storing data
is O(nnz(X\X) + M NR?+ NIR+ NdR), which completes
the proof. |
Theorem 4: The network communication of our proposed
DisMASTD is O(nnz(X\X) + MNR? + NIR+ NdR).
Proof 4: In the data partitioning, it takes O(nnz(X\X))
network communication in mapping the non-zero elements
to the corresponding partitions. All the factor matrices are
mapped to corresponding partitions in the row-wise pattern,
which takes O(NIR + NdR) communication. In the dis-
tributed tensor decomposition, it needs O(M N R?) communi-
cation to aggregate and broadcost all those matrix products to
M worker nodes. Besides, it takes O (I R+dR) communication
for the reuse of MTTKRP results to aggregate the loss. Thus,
the total network communication is O(nnz(X\X)+M N R?*+
NIR + NdR). The proof completes. |

V. EXPERIMENTAL EVALUATION

In this section, we experimentally evaluate DisMASTD
using both real and synthetic datasets, compared with the state-
of-the-art competitor.

A. Experimental Setup

We employ three real datasets, i.e., Clothing, Book, and
Netflix as well as one synthetic dataset Synthetic. Table III lists
the statistics of the above-mentioned four datasets. Here, I, J,
and K represent three different modes; and nnz is the number
of non-zero elements in each dataset. Clothing and Book
are two categories of reviews obtained from Amazon review
dataset?>. They can be parsed as two reviewer-product-time
rating tensors. Netflix is a customer-movie-date rating tensor,
which is taken from the Netflix Prize open competition®.
Tensor decomposition in the three real datasets could be
used for recommendation purpose as discussed in Section I.
Synthetic is a third-order tensor, and its non-zero elements are
set with uniform distribution.

We set the second dimension R of factor matrices to 10 and
the forgetting factor i to 0.8. Besides, we set the maximum

Zhttps://nijianmo.github.io/amazon/index.html
3https://www.kaggle.com/netflix-inc/netflix-prize-data
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Fig. 5. Running time per iteration versus the multi-aspect streaming tensor

TABLE IV
THE STANDARD DEVIATION STATICS OF nnz IN TENSOR PARTITIONS
Dataset P 8 15 23 30 38
Clothing GTP | 0.7843 | 1.2743 | 1.6197 | 1.9361 | 2.1954
MTP | 0.0273 | 0.0716 | 0.1222 | 0.1720 | 0.2208
Book GTP | 0.9456 | 1.3321 | 1.6210 | 1.8491 | 2.1628
MTP | 0.0284 | 0.0617 | 0.1020 | 0.1496 | 0.2119
Netfiix GTP | 0.4259 | 0.6496 | 1.1004 | 0.8861 | 0.9712
MTP | 0.0284 | 0.1095 | 0.2008 | 0.2457 | 0.2888
Synthetic GTP | 0.0047 | 0.0124 | 0.0240 | 0.0363 | 0.0503
MTP | 0.0048 | 0.0117 | 0.0223 | 0.0331 | 0.0473

number of iterations to 10, and report the average running
time per iteration. Note that, we focus on the efficiency
and scalability of tensor decomposition in this paper. The
parameters mentioned above only have an impact on the
accuracy of tensor decomposition, i.e., the similarity between
the decomposition result and the origin tensor. We consistently
set the parameters in all the experiments considering both
accuracy and speed for fair comparison. All the experiments
were implemented in Scala 2.11 on Spark 2.2, and run on a 15-
node Dell cluster. Each node has two Intel(R) Xeon(R) CPU
E5-2650 v4 @ 2.20GHz processors with 12 cores, 128GB
RAM, 1TB disk, and connect in Gigabit Ethernet.

B. Performance Study

In this subsection, we evaluate the effectiveness and effi-
ciency of our proposed DisSMASTD. We first compare Dis-
MASTD with the extended DMS-MG [16] on the multi-aspect
streaming tensor in Section V-B1. Note that, DMS-MG is the
state-of-the-art static tensor decomposition method. We extend
DMS-MG to Spark using our framework, and implement
two versions, including DMS-MG-GTP which uses GTP to
partition tensors and DMS-MG-MTP which utilizes MTP to
partition tensors. Then, we study the effect of the tensor
partitioning and give the experimental guide to set the number
of tensor partitions in Section V-B2. Finally, we conduct
the experiments to verify the scalability of DiSMASTD in
Section V-B3.

1) Performance on the Multi-Aspect Streaming Tensor:
We first study the efficiency of our proposed DisMASTD, in-

cluding DisMASTD-GTP which uses GTP to partition tensors,
and DisMASTD-MTP which utilizes MTP to partition tensors,
compared against DMS-MG-GTP and DMS-MG-MTP on the
multi-aspect streaming tensor.

Fig. 5 plots the average running time per iteration with
respect to the multi-aspect streaming tensor, i.e., the tensor
size increases from 75% to 100% of the whole dataset by
5% at each time step. We have made four observations
in the following. First, DisMASTD performs much better
than DMS-MG. Second, DisMASTD demonstrates signifi-
cantly better scalability than DMS-MG. Furthermore, DMS-
MG even fails to perform the tensor decomposition when the
underlying dataset reaches certain size, e.g., Synthetic shown
in Fig. 5(d). This is because DisMASTD benefits from an
important characteristic of multi-aspect streaming tensors, i.e.,
the decomposition of the current snapshot tensor is inde-
pendent of the previous snapshot tensor. Thanks to the CP
decomposition of previous snapshot, DisMASTD could focus
on the computation of relative complement of two consecutive
tensor snapshots. In contrast, DMS-MG, as a traditional static
tensor decomposition method, has to re-compute the tensor
decomposition from the sketch, not able to benefit from the
decomposition of previous tensors.

Third, as the tensor size grows, the running time of two
DMS-MG methods increases while that of two DisMASTD
methods stays much more stable. This clearly demonstrates
the resilience of DisMASTD to the tensor size, which is very
desirable in the era of big data. The reason is that the cost of
DMS-MG depends on the number of non-zero elements within
the tensor. However, the cost of DisSMASTD depends on the
number of non-zero elements in the relative complement of
two consecutive tensor snapshots as discussed in Section IV-C.
Besides, it is observed that the partitioning algorithm MTP
performs slightly better than GTP. This is because MTP could
achieve better load-balancing tensor partitioning than GTP. We
will detail this in the next subsection.

2) Effect of the Tensor Partitioning: The second set of
experiments is to compare the efficiency of the two different
versions of our proposed tensor partitioning method and to
explore the effect of the number of partitions.
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Table IV lists the standard deviation statistics of nnz in
the tensor partitioning result w.r.t. various the numbers of
tensor partitions from 8 to 38 per mode, which could clearly
demonstrate the load balancing of tensor partitioning. It is
observed that the standard deviation values of MTP are smaller
than that of GTP in all the real datasets (i.e., Clothing, Book,
and Netflix). As for Synthetic dataset, the standard deviation
values of both tensor partitioning methods are close. The
reason behind is that the three real datasets are tensors with
skewed non-zero element distribution while Synthetic dataset
is randomly generated with uniform non-zero element distri-
bution. This implies that MTP is more adaptive to the tensor
with skewed non-zero element distribution as it partitions
the tensor in over-all load balancing pattern. However, GTP
simply assigns the partitioning boundaries as it greedily moves
forward.

In addition, Fig. 6 illustrates the results under various
numbers of tensor partitions from 8 to 38 per mode. The first
observation is that the running time per iteration of both two
DisMASTD methods first drops and then ascends or stays sta-
ble as the number of tensor partitions grows. This is because,
the larger the number of partitions is, the more parallelism the
distributed system has. However, more partitions require more
overhead in the distributed system. Considering the trade-off
above, it seems to be a good empirical setting to set the number
of partitions to be the number of nodes in the distributed
system. It is also observed that MTP performs slightly better
than GTP.

3) Effect of the Number of Nodes: The third set of experi-
ments is to verify the scalability of our proposed DisMASTD.
Fig. 7 depicts the running time per iteration w.r.t. the number
of nodes in the distributed system, which is changed from 3
nodes to 15 nodes. As expected, the running time drops as the
number of nodes increases, since the computational resources
grow with more nodes. It is worth mentioning that the speedup
over the increasing number of nodes in Synthetic dataset is
larger than that in the datasets with small nnz (e.g., Clothing).
The reason is that the startup costs of Spark tasks dominate
the running time when the datasets are small.

VI. CONCLUSION

In this paper, we study the problem of distributed multi-
aspect streaming tensor decomposition. This is, to our best
knowledge, the first attempt to tackle the problem in the dis-
tributed platform to support the arising high volume streaming
data analysis. We propose DisMASTD, an efficient distributed
multi-aspect streaming tensor decomposition. First, we prove
the optimal partitioning problem is NP-hard. Second, we
utilize two heuristic tensor partitioning methods, namely GTP
and MTP, to achieve the load balancing. The former follows
the order of slices, and tries to locate the boundary of each
partition such that the number of non-zero elements within
each partition is close to the target size. The latter allows
each partition to contain non-adjacent slices, and strives to
make sure the number of non-zero elements with each partition
is close to each other. Third, we design a distributed multi-



aspect streaming tensor decomposition computation method,
which avoids repetitive computation and reduces the network
communication by maintaining and reusing the intermediate
results. Finally, we conduct extensive experiments using both
real and synthetic datasets to confirm that DisMASTD is more
efficient and meanwhile scales better than the state-of-the-art
competitor.
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